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Push Scenarios Phase II 

Production Shakedown 
• This scenario will explore an operational concept for the use of 

the ECS during the calibration/validation phase of a new satellite 
mission. It starts with an overview of the Cal/Val phase, and 
terminates with the opening� up of the advertised collection for 
general access. The scenario elements we shall concentrate on 
are: 

- Calibration & Validation 
- Ad Hoc Production for Cal/Val 
- Run-Time Software Error Processing 
- Collection Publication 
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Calibration & Validation 
Context Setting 

Description 
•	 This scenario outlines an operational concept for the use of ECS in support� of 

Calibration/Validation activities. 

Assumptions 
•	 It is assumed that sufficient spare capacity exists in the processing environment 

to allow for the insertion of Ad Hoc processing jobs directly into the scheduler, 
without the need for a replan, and without distorting other scheduled jobs. 

Release B Features 
•	 None - This is an ops concept for how ECS in a Release B time frame can 

support Cal/Val operations. 

Drill Downs 
• None 
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Calibration & Validation

Functional� Flow 
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Calibration & Validation 
Points of View I 

SCF	 Production Monitor, & 
Production Planner 

1 

2 

3 

4 

SCF Submits subscription requests 
for L0 and Level 1 data to Data Server. 

Data Server registers 
subscription. 

L0 Data arrives from EDOS, and 
is ingested into ECS. 

Notification sent to SCF & 
Production Monitor. 

SCF decides to run an Ad Hoc 
production, and informs DAAC 
Production Planner of details. 

Production Planner receives 
details and submits Production 
request. 

Production request executes in 
Data Processing. Output is 
archived in Data Server. 

Data Server notifies SCF of L1 
data availability. 

SCF retrieves L1. Analysis indicates 
a change in the algorithm. An SSAP 
is prepared and sent to the DAAC. 

Production Monitor receives 
notification. 

2 3 4 5 

MSS Monitors applications 
and reports faults and roll 
up statistics to SMC 

SMC receives fault reports 
and roll up statistics. 

Production Monitor monitors 
processing, and Archive Monitor 
monitors storage. 
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Calibration & Validation 
Points of View II 

SCF 
DAAC Manager 

SSI&T integrates new algorithm. 

Ad Hoc production request is run 
again. 

SCF affirms confidence in the 
algorithm, and recommends to DAAC 
Manager that the data is made 
publicly available. 

DAAC Manager agrees, and 
the advertisement for L1 data 
is opened up. 
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6 

opening the advertisement. 
SMC is informed of 
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Ad Hoc Production for Cal/Val 
Context Setting 

Description 
•	 An SCF asks for a special production run to be performed to produce a non

standard product in support of Cal/Val 

Assumptions 
• It is assumed that ALL PGEs used in production have undergone SSI&T. 
•	 It is further assumed that DAAC Management� would want to retain control of 

this process, and so a remote access interface is not discussed in this context. 

Release B Features 
• Enhanced operator capability with the Production Request Editor 

Drill Downs 
• None 
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Ad Hoc Production for Cal/Val

Functional Flow 
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Ad Hoc Production for Cal/Val 
Points of View 

Data Specialist, & 
SCF

Production Planner 
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• SCF sends request 
to DAAC for a special 
(previously tested and 
approved) QA PGE to be 
inserted into a regular 
production series of 
PGEs. 

•Data Specialist (DS) receives 
SCF 

Production Planner starts 
Production Request Editor 

Requested series of PGEs 
is selected. 

SCF reviews QA 
output 

2 PGE series is modified with 
the QA PGE being inserted 

3 Planning submits job to 
Processing for immediate 
execution 

Input data is staged from the 
Data Server 
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Processing subsystem 
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Processing subsystem 
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Run Time S/W Error Processing 
Context Setting 

Description 
•	 Science software has suffered an error during execution. ECS software detects 

the error, generates a trouble ticket, alerts the Production Monitor and saves 
debug information. 

Assumptions 
•	 The terminated software includes routines from the SDP toolkit to gracefully 

terminate. 

Release B Features 
• None - Release A functionality. Here for completeness 

Drill Downs 
• None 
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Run Time S/W Error Processing 
Functional Flow 
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Run Time S/W Error Processing 
Points of View 

•A PGE has been planned and 
submitted to Auto-sys to 
execute on a processor. 

•Data Processing accepts 
Processing Request. 

•All dependencies have been met 
and Auto-sys starts the PGE on a 
processor. 
executing, Auto-sys is monitoring 
its execution and detects an 
abnormal termination and notifies 
the Data Processing. 

•Production Monitor (PM) 
acknowledges the notification of 
software failure. 

•Instrument Team 
receives Trouble Ticket 
and pulls the log data 
from the DSS. 

•The IT debug the 
software in a test mode. 
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•The Data Processing validates
that the Host is functioning 
normally and alerts the PM of the 
PGE failure. 

•PM creates a Trouble Ticket(TT) 
to notify SSIT of the problem. 
PGE is removed from production 
until TT closed. 

•PM initiates the data destaging 
to the Data Server to allow 
Instrument Team to debug the 
software error. 

•The Data Processing destages the 
output data and logs as specified by 
SSIT to the DSS. 
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Collection Publication 
Context Setting 

Description 
•	 An existing advertisement is opened up and made available to a broader science 

user community. 

Assumptions 
•	 The advertised services already exist, and authorization for their publication has 

been granted. 

Release B Features 
• None - Release A functionality shown for completeness 

Drill Downs 
• None. 
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Collection Publication

Functional Flow
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Collection Publication

Points of View 

Data Specialist 

1 •Data Specialist modifies 
access controls on ESDT 

•Monitor Status 

•Monitor Status 

•Monitor Status • Advertisements for 
entire collection are 
made available 

•Change privileges to 
Advertisements 

•Communication Subsystem 
Provides Access Control Lists to 
Data Server 

•Data Server saves Access 
Control Lists locally 

2 •Data Server exports modifications 
in access controls to Advertising 

•SMC informed of 
collection 
availability 
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